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The Task

▪ What is (2D) future vehicle localization?
▪ Localization – location and scale of object
▪ => predicting where a vehicle is going to be
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Our Goal

1. Predict where an object is likely to be 
2. Produce an uncertainty estimate for our prediction
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▪ Object tracking
▪ Utilize bounding box 

predictions
▫ Linear and quadratic

Related Work
▪ W. Choi et al. –

▪ Dueholm et al. –
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▪ A. Bhattacharyya et al., CVPR 20 18
▪ RNN
▪ Gaussian uncertainty

Related Work
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Input layer (size=4n)

Output layer

Method
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1R. Girshick (2013), Rich Feature Hierarchies
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• Build polynomial from coefficients:

B(t=5)

B(t=0)

T(t=5)1

Method

Input layer (size=4n)

Output layerOutput layer (size=4*p)Output layer (size=4*(p+2))
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Training for Confidence

Huber loss:

• Formulating a Huber distribution

Huber

• Used forboundingbox regression1

1R. Girshick (2015), Fast R-CNN
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Training for Confidence

Gaussian pdf:

Laplace pdf:

Huber pdf:

• Formulating a Huber distribution
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Experiments: Dataset

▪ KITTI “Raw” dataset
▪ 38 videos of various scenes

▪ Sample creation:
▪ Isolate 20 continuous 

frames for tracked objects
▪ Use first 10 as ‘prior’ input
▪ Next 10 frames are targets
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Experiments: Evaluating the mean

Metrics:
▪ Intersection over Union (IoU): ▪ Displacement Error (DE):
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Experiments: Evaluating uncertainty

Bin entire test set
Metric:
▪ Squared Hellinger Distance:

𝑻𝑻𝒙𝒙

𝑻𝑻 𝒚𝒚

𝑻𝑻𝒘𝒘

𝑻𝑻𝒉𝒉
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Future Work

▪ Model uncertainty as a joint distribution
▪ Integrate with object tracking
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Thank you!

Questions?
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